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Strategy

Machine Learning

—

Learning Type

Supervised

Reinforcement

Unsupervised

Algorithms

——

[Classiﬁcation ][ Regression] [ Model-free ][ Model-based ] [ Clustering ] [

—

——

Dimension
Reduction

]




Strategy

Supervised Learning

» Using labeled data to train model
» Needing human to label data

Input ——

Labeled
Data

Labeled Labeled

Data Data

[ Superwsed Learnmg

Classification / Regression

L=

—> Qutput



Strategy

Reinforcement Learning
» Learning by interaction
» Needing reward to act

Input —

Reward
System

l

[ Reinforcement Learning ]

l

Model Training
(Target-orientated)

Performance
Evaluation

—> QOutput



Strategy

Unsupervised Learning

» Clustering by association
» No needing human to label data

Input ——

Unlabeled Unlabeled

Data Data

[ Unsupervised Learning ]

l

Clustering / Domain Reduction

—> Qutput



Strategy

How to decide strategy?

» Depend on the problems you want to solve
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https://www.managertoday.com.tw/columns/view/56053

Strategy

Model

» Supervised
 Linear regression, k-nearest neighbor, support vector machine, decision tree, etc.

» Unsupervised
« K-means, principle component analysis, etc.

> —

Supervised Unsupervised
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Supervised

Logistic Regression

Linear Regression Z _ 1 If > threshold output 1;
X I (Wo+WiX; +W,X, = WTX) i 91(2) 1+e~% hG(x) else output 0

0 < sigmod(z) £ 1

1
l+e?

Sigmoid Function o(z) =

T T = .| = T T
-10 -5 0 5 10
z=2 wix; + bias




Supervised

Logistic Regression

Linear regression: J(8) = \/%Z{"(hg (x®©) — y()2

Problem: RMSE doesn’t work as
well for classification

w— RMSE, Torget=00 /
RMSE, Target=]1 0 -
= = Linear Approximation ’

10



Supervised

Logistic Regression

B —log(hg(z)) ify=1
Cost(hg(x),y) = { —log(1 % hg(;}j)) if i =0

Ify =1 p =0 g

J

\

1 ) ‘l )
o She(x)] e 0 ho(z) —> 1

If he(x) = y, then cost(hg(x),y) =0(fory=0andy = ).

If y = 0, then cost(hg(x), v) = o0 as hg(x) — 1.
If y = 0, then cost(hg(x), v) = (). as hg(x) = ().

Regardless of whether y = 0 ory = 1, if hg(x) = 0.5, then cost(ha(x), y) > 0.

11



Supervised

Logistic Regression

Multiclass problem

» When the problem is multi-class problem, there are generally 2 algorithms

One versus rest

The algorithm compares every class with all the ~

remaining classes, building a model for every class
If you have n classes to guess, you have n models

One versus one
The algorithm compares every class against every
-individual remaining class, building a number of
models equivalent to n * (n-1) / 2, where n is the
number of classes

Case 1
If the new data locates at non-overlap area

A (only one positive area)
Ap

X :New data

A X
AA "xx

X
oS0 > n

X, .

Class 1: 2A —~, 0 x X
Class 2: O X
Class 3: X

DV (X)<0, ;2 Class | This new data would be classified to class 1
3
DV2(X)<0, FZ Class 2
class 1
DV3(X)>0, /~Z Class 3 class 2
0_0° X :New data
o :o
Du © 1% Learning phas 2™ Leamning phas 3% Leaming phas
0.0 ©
0,0
0%
X 950 .0 > 0,0 o, 0% y
o o ooo o %00 . 000 /
°_o o 0% O o /
00,0 0 %%, 890%, //
5% g %o ° 0° © o
o _07pg 0 0% / 0.0 %%
[} o ooooo —_— / o °o°o°
X °°O°°° X X // o°u°°°
N %0 ° o 7 0o ©
Ooo o ooo o / i~
040202 © 50%0° /
0,0% 9 0%°, ©
0° 0©
G | Class 1 | Clas: e
aaaaaaaaa n — -
Majority Vol 12
Class1 | Class2

lass Class




Supervised

K-nearest Neighbor

K-nearest Neighbor Classification (KNN)
» KNN does not build model from the training data

> To classify a test instance d, define k-neighborhood P as & nearest neighbors
of d

» Count number n of training instances in Pthat belong to class ¢;
> Estimate Pr(c|a) as n/k

» No training is needed

» Classification time is linear in training set size for each test case

13



Supervised

K-nearest Neighbor

Instance-based Learning

Learning=storing all training instances
Classification=assigning target function to a new instance
Referred to as “Lazy” learning

Algorithm KNMN(D d &)

I Compute the distance between « and every example in [0;

2 Choose the & examples in /2 that are nearest to &, denote the set by 7 (< D)
3 Assign o the class that 15 the most frequent class in /7 (or the majority class);

k is usually chosen empirically via a validation set or cross-validation by
trying a range of k values

Distance function is crucial, but depends on applications

14



Supervised

K-nearest Neighbor

X = (X].I XZI X3/'--I Xn) and y= (yll yZI y3/---l yn)

1) Manhattan Distance: d(x.») = ) |(x; — »)|
i=1

2) Euclidean Distance: d(x,y) = \JZ(:@ - )’
i=1

——
x-

y
2151

3) Cosine Distance: cos0 =

Angle between two vectors times their lengths

a-b = [al|[[b]| cos

A Ax1x2) -
o
b ] a-b= E a;b;
hﬁ_x""ﬁ- z:l

B{ }, 1 , _‘,"..E ] (standard inner product in Cartesian coordinates)

Many uses:

* Project vector onto another vector,
project into basis,
project into tangent plane,

15




Supervised

K-nearest Neighbor

o Government

® Science
® Arts

A new point B
Pr(science|m)?

16



Supervised

K-nearest Neighbor

Discussions
> KNN can deal with complex and arbitrary decision boundaries.

» Despite its simplicity, researchers have shown that the classification accuracy
of KNN can be quite strong and in many cases as accurate as those elaborated
methods.

> KNN is slow at the classification time
» KNN does not produce an understandable model

17



Supervised
Support Vector Machine

Support Vector Machine (SVM)

> It is a supervised algorithm that can be employed for both classification or
regression challenges, but mostly in classification

» Support vectors are the coordinates of the individual observation
Y

Support Vectors -

Reference18



https://www.analyticsvidhya.com/blog/2017/09/understaing-support-vector-machine-example-code/

Supervised
Support Vector Machine

A frontier which best segregates the two classes (hyper-plane)

Scenario-1: Identify the right hyper-plane

19



Supervised

Support Vector Machine

Scenario-2: Identify the right hyper-plane?

'y x

Maximizing the distances between nearest
data point (either class)

20



Supervised

Support Vector Machine

Scenario-3: Identify the right hyper-plane?

21



Supervised

Support Vector Machine

SVM solves this problem by introducing additional feature
Here, we will add a new feature z=x2+y?

F

mostly useful in non-linear separation problem

*Should we need to add this feature manually

T G (VG g g to have a hyper-plane. No, SVM has a
) ° .*:: Y ol technique called the kernel trick.

*These are functions which takes low
dimensional input space and transform it to a
higher dimensional space i.e. it converts not
separable problem to separable problem,
these functions are called kernels.

REHMAANER - B—EXRE LU E
k(x,y)=(®(x),p(y)) =0

= Ek(x,y) w2 —Ekernel X £

(@, bYFR/ROIZaFbMATE -



https://en.wikipedia.org/wiki/Kernel_method

Supervised
Support Vector Machine

How to tune parameters of SVM?

H 2D Space

Reference



https://www.gushiciku.cn/pl/2UEs/zh-tw

Supervised

Support Vector Machine

Non-linear function

Reference

24


https://youtu.be/3liCbRZPrZA

Supervised

Support Vector Machine

How to tune parameters

Linear kemel:‘k(x,y) =< x,y >.

Polynomial kernel:- k(x,y) = (< x,y > +¢)?.

lx—yII*

Gaussian Radial Basis Function kernel (RBF):- k(x,y) = e 202
d€eZt, 0 e R— {0}

> C: C means low error and if the number of instances that are allowed to fall
within the margin, C influences the number of support vectors used by the
model

» Gamma: Higher the value of gamma, will try to exact fit the as per training
data set i.e. generalization error and cause over-fitting problem =



Supervised

Support Vector Machine

How to tune parameters

kernel='linear"

SVC with linear kernel

Sepal width

Sepal width

Sepal length

Reference

kernel="rbf"

SVC with rbf kernel

Sepal length

26


https://cs.stanford.edu/people/karpathy/svmjs/demo/

Supervised

Support Vector Machine

How to tune parameters

gamma=0

27



Supervised

Support Vector Machine

> grid search

from sklearn import svm, grid search
=

def Svﬁ_param;sale:ti:nix, v, nfolds):

Cs = [0.001, 0.01, 0.1, 1, 10]

gammas = [0.001, 0.01, 0.1, 1]

param grid = {'C': Cs, 'gamma' : gammas}

grid search = GridSearchCV(svm.SVC (kernel="'rbf'"), param grid,

cv=nfolds)
grid search.fit (X, vy)
grid search.best params
return grid search.best params

28



Supervised

Support Vector Machine

Pros.
> It works really well with clear margin of separation
> It is effective in high dimensional spaces
> It is effective in cases where number of dimensions is greater than the
number of samples
Cons.
> It doesn’t perform well, when we have large data set because the required
training time is higher
> It also doesn’t perform very well, when the data set has more noise i.e. target
classes are overlapping

29



Supervised

Decision Tree

Decision Trees

> It is a conditional classifier that specializes in the classification problems with
tree-like structure

o,

N

Is color Orange?

Diameter =3

Colour = orange

Grows in summer = yes
SHAPE = CIRCLE

30




Supervised

Decision Tree

A decision tree is constructed based on the existing data, usually in a
"top to down" approach, dividing the whole group into several

subgroups according to a certain characteristic

From each subgroup, according to a certain characteristic, the subgroup
is divided into small subgroups, until the data in the subgroups are all

of the same category

Problem: How to choose a best (o o _,
feature to cluster at each step? o ©

Low entropy

C

High entropy
31




Supervised

Decision Tree

Information Entropy: measure of randomness
More randomness in the data => more entropy

Info(D) = —Z p,log,(p,)

DA (=L, HAam{ERER]

P 7 BRI B (B R R AR . [ Entropy =-plog,p —q log,q
& A R LR L A
EEEbd g —H, Alentropy=0;

%‘éﬂ%g\ H— Ik, entropy=1

Entropy =-0.5 log,0.5-0.5log,0.5=1

32



Supervised

Decision Tree

How to determine the best features?
> After obtaining entropy, the information gain is calculated
» Information gain: to evaluate the eigenvalues for data classification

» The information gain, Gain(S, A) of an attribute A, relative to the collection of
examples S

iE ntropy(S,)

velalues( ) S

Gain(S, A) = Entropy(S) — Z

Where Values (A) is the set of all potential values for attribute A,
and S, is the subset of S for which the attribute A has value v.

Entropy (S)

S,3 /S Entro S,
S.1 /S Entropy (S,,) o/ P (50) 33




Supervised

Decision Tree

An example

» During two weeks, The target is “play ball?"
» which can be Yes or No

Outlook | Tem Humidi Wind Play Golf .
Rain | Hot High ” flse No (REENEE
- Rain Hot High true No
~overcast . Hot High false Yes
Sunny Mild High false Yes
_________ Sunny Cool normal false Yes
Sunny Cool normal true No .
Y B B S Voo Step 1: Calculate entropy of Play Golf (target)
Rain @ Mild High false No Play Golf = Entropy(Play Golf') = Entropy (5.9)
Rain Cool normal false Yes Yes : No = - (0.36 log, 0.36) - (0.64 log, 0.64)
Sunny = Mild normal false Yes 9 3 =0.94
Rain Mild normal true Yes
overcast = Mild High true Yes
overcast Hot normal false Yes
Sunny Mild High true NO 34




Supervised

Decision Tree

Step 2: The dataset is then split into the different attributes

Play Golf Play Golf — T
Ve T No Vo T Ne IG AARFREHBNER
Sunny 3 2 Hot 2 2 ZRLEER/N
Outlook = Overcast = 4 0 Temp. Mild 4 2
Rainy 2 3 Cool 3 1
Gain=0.247 Gain=0.029
{{<#&Outlook
Play Golf Play Golf
Yes @ No Yes No
- High 3 4 . False @ 6 2
Humidity Normal . 6 | Windy True 3 3
Gain=0.152 Gain=0.048

Outlook Gain:  0.94 - (5/14*E(3,2)+4/14*E(4,0)+5/14*E(2,3))=0.247 S
Temp Gain:  0.94 - (4/14*E(2,2)+6/14*E(4,2)+4/14*E(3,1))=0.029 Gain(S, A) = Entropy(S) — Z‘Emm H}?’Emropy(&,)
Humility Gain: 0.94 - (7/14*E(3,4)+7/14*E(6,1))=0.152
Windy Gain: ~ 0.94 - (8/14*E(6,2)+6/14*E(3,3))=0.048

35

Step 3: pick out attribute with the greatest IG as the decision node




Supervised

Decision Tree

aunny

Owvercast

Raimy

Outlack Temo Humidity Windy Play Golf
Sunny Wil High FALSE Vs
Sunny Coal Marmal FALSE Yes
Sunny Caal Harrnal TRUE M
Sunny Wil Warrnal FALSE Yas
Sunny | Mild High | TRUE Mo
Owvercast Hot High FALSE Yes
Crvercast Cool Mormal TRUE Yes
Crvercast P High TRUE Yes
Crvarcast Ht Mermal FALSE Yeu
Reainy Hat High FALSE Mo
Feainy Hat High TRUE Mo
Ry Wil High FALSE Mo
Rainy Coal Harmal FALSE Yos
Rainy Mild Hormal TRUE Y

36



Classification

Road Map - Decision Tree

Step 4a: A branch with the entropy of Outlook= overcast

.. Temp Humidity Windy Play Golf m

~ hot = high = False = Yes —

~cool  normal = True | Yes sunny | | overcast| | Rainy

- muld = high = True = Yes - e et { )
hot | normal @ False @ Yes —

Step 4b: A branch with entropy of Outlook= sunny (Windy=False & Windy=True)

Outlook

Temp Humidity Windy 'l;lay ———————
solf Sunny‘ iOvercast m

mild high False Yes o e .

cool normal False Yes i Play=ves

mild normal False Yes =

mild high True NO — J |

cool normal True No ceel e




Supervised

Decision Tree

Step 4c: A branch with entropy of Outlook= rain
(Humidity= high & Humidity = normal)

Temp Humidity Windy El;};,

hot high false No

hot high true No
mild high false No
Cool normal false Yes
mild normal true Yes
Exercise :

—afe

S E 21 ETemp, Humidity, Windy 7Y Information
Gain - IGEE M ERainy NAVIEHIRGE R

Eif*

J |
| |
Play=Yes Play=No

Decision Tree of Weather data sets

38



Supervised

Decision Tree

Pros.
> Implicitly perform feature selection
» Easy to interpret and explain
» Can generate rules helping experts to formalize their knowledge
» Data classification without much calculations
» Handling both continuous and discrete data

» Require relatively little effort from users for data preparation
they do not need variable scaling
they can deal with a reasonable amount of missing values
they are not affected by outliers

39



Supervised

Decision Tree

Cons.

» The high classification error rate while training set is small in comparison with
the number of classes

» Exponential calculation growth while problem is getting bigger

40
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Unsupervised

K-means

The concept of the K-means Clustering method is simple, which is "birds
of a feather flock together™"

1. Choose K centroids randomly or with other algorithms

2. Assign each data point to the nearest centroid, forming K clusters
3. Calculate the centroid of each cluster
4

. Repeat steps 2 and 3 until the centroids no longer move or the maximum
iteration is reached



Unsupervised

K-means

cluster centroids

43



Unsupervised

K-means




Unsupervised

K-means
500 S [ ]
9
@ o
L ] L ]
400 A
L ] 9
L ] L ]
300 A e [ ]
¢ L ]
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L ]
200 ®
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L ]
100 4 ®
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e
]
400 A
]
° °
300 - o
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100 ®
e
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50 100 150 200 250 300 350 400
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Unsupervised

K-means

Pros.
> Fast computation, ease of implementation, and interpretation

» Handle large datasets

Cons.

» Require manually setting the number of clusters K, and the result usually
depends on the initialization of centroids

> Sensitive to noise and outliers

46



Unsupervised

Principle Component Analysis

PCA is a linear dimensionality reduction technique used to transform
high-dimensional data into a lower-dimensional representation while
retaining most of the original data's variability

1. Data standardization .
Covariance matrix calculation 5 oo o
Eigenvalues and eigenvectors computation o,
K principal components selection
Data translation Ao o T
Visualization and analysis

R

Source 47
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https://chih-sheng-huang821.medium.com/%E6%A9%9F%E5%99%A8-%E7%B5%B1%E8%A8%88%E5%AD%B8%E7%BF%92-%E4%B8%BB%E6%88%90%E5%88%86%E5%88%86%E6%9E%90-principle-component-analysis-pca-58229cd26e71

Unsupervised

Principle Component Analysis

Principal Component - 2

12.5 1

10.0 1

7.5

5.04

2.54

0.01

—2.51

-5.01

-7.51

Principal Component Analysis of Breast Cancer Dataset

Benign
Malignant

5 0

5
Principal Component -

10

1

15
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Semi-supervised

Semi-supervised learning refers to the use of a small amount of labeled

data and a large amount of unlabeled data to train a machine learning
train

model .." SRS Model O
0000

train

r:f./:‘—?\,‘ (dﬁ.h'sl
@ W Source 50

S

TN

l
000


https://u9534056.medium.com/%E6%A9%9F%E5%99%A8%E5%AD%B8%E7%BF%92%E4%BB%BB%E5%8B%99-%E7%9B%A3%E7%9D%A3%E5%AD%B8%E7%BF%92-%E5%8D%8A%E7%9B%A3%E7%9D%A3%E5%AD%B8%E7%BF%92-%E7%84%A1%E7%9B%A3%E7%9D%A3%E5%AD%B8%E7%BF%92-9b75972f91d6
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Self-supervised Learning

Introduction

Self-supervised learning (SSL)

» It is an evolving machine learning technigue to solve the challenges posed by
the over-dependence of labeled data

> A special type of representation learning via unlabeled data
» Model trains itself to learn one part of the input from another part of the input

Why do we need SSL?

» High cost - The cost of good quality labeled data is very high in terms of time
and money

> Lengthy lifecycle - The preparation lifecycle is a long process including data
clean, annotation, review, and reconstruction

52



Self-supervised Learning

Introduction

1 oo Visual SSRL Performance Relative to Supervision

1.1-
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Many-shot Recognition (Linear) Object Detection
Many-shot Recognition (Finetuned) Semantic Segmentation
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https://arxiv.org/pdf/2110.09327.pdf

Self-supervised Learning

Introduction

The workflow of SSL

» Training with unlabeled data to obtain a general representation
» Fine-tuning with few labeled data

Images  Bottleneck Labels

E—-— E —>» Cat )
“ —> Dog ()(, Y)—Eunvﬂet _‘ Transfer

Learning

Manual
—— Annotation —/ Cat

X Y

Learned
Representations

Referenee



https://amitness.com/2020/02/illustrated-self-supervised-learning/

Self-supervised Learning

Introduction

Approaches
» (Generative
> Predictive
» Contrastive
» Bootstrapping
» Regularization

55
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Self-supervised Learning

Generative

Generative

» Training model to reconstruct the pixel space
Image inpainting

e T Y
L1y L L]
e B
2|° 2
® | Channel-wise | @
LL Fully L
b Connected o i
: :
1T (]

Reference



https://arxiv.org/pdf/1604.07379.pdf

Self-supervised Learning

Generative

Generative

» Training model to reconstruct the pixel space

« Image inpainting

! I?
-
!
Bl BN

(a) Autoregressive
v
000000000
79 0 0000
00000 O
v

Target

(b) BERT
v
000000000
e 0000
o000 6
v v

Target

(

(a) Linear Probe

(OOOOC
\‘
eocoee o .

(b) Finetune

Referenee



https://cdn.openai.com/papers/Generative_Pretraining_from_Pixels_V2.pdf
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Self-supervised Learning

Predictive

Predictive

» "Change" and "recovery" image without pixel generation
« High-level representation generation based on pixel is a hard task
« Context prediction

Referenge



https://arxiv.org/pdf/1505.05192.pdf

Self-supervised Learning

Predictive

Predictive

» "Change" and "recovery" image without pixel generation
« High-level representation generation based on pixel is a hard task
« Context prediction

oo | Objectives:

\“
ConvNet Maximize prob.
model F(.) F'(Xx°)

I Predict 0 degrees rotation (y=0)

I
I
I
|
I
ConvNet I Maximize prob.
model F(.) | F'(x") I
I
I
I

—» g(X,y=0) .

Rotate 0 degrees

Rotated image: X"

—- g(X,y=l) i

Rotate 90 degrees Predict 90 degrees rotation (y=1)

Rotated image: X' |

—» g(X,y=2)
Rotate 180 degrees

Rotated image: X

[ |

M
ConvNet Maximize prob.
model F(.) F(Xx?)

= | Predict 180 degrees rotation (y=2)

e

P—— I
S I
—_—

ConvNet Maximize prob.

model F(.) F(x3
s . | Reference
Predict 270 degrees rotation (y=3) J

—> g(X.y=3) |

Rotate 270 degrees

Rotated image: X°


https://arxiv.org/pdf/1803.07728.pdf

Self-supervised Learning

Predictive

Predictive

» "Change" and "recovery" image without pixel generation

High-level representation generation based on pixel is a hard task

Context prediction

Input

Convnet

Classification

t Pseudo-labels

Clustering
oo oo
%0 .."

Reference



https://arxiv.org/pdf/1807.05520.pdf
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Self-supervised Learning

Contrastive

Contrastive
> A widely used approach in SSL

» The higher similarity between images of same class is the better

Siamese network

Similarity
Contrastive Loss <«
-
HE
o
z e ;
7] i H
Z H '
5 : Shared !
= i weight |
e ' :
m H
Inputl Input2

Branch Network 2

Label

Referenee



https://www.mdpi.com/2072-4292/12/2/205/htm

Self-supervised Learning

Contrastive

Contrastive

Referenee



https://ai.googleblog.com/2020/04/advancing-self-supervised-and-semi.html

Self-supervised Learning

Contrastive

Contrastive - MoCovl

» Dictionary as a queue
« Enqueue a batch representation and dequeue the oldest representation

» Momentum encoder
» Keep queue dictionary data consistent

» Shuffling BN

« shuffle the data order before training and recovery the order after extracting representation

contrastive loss
A

contrastive loss contrastive loss contrastive loss

A . A : A
> similarity =
> qk < v v - qk’ B v > q'k' <
q ko ki ko ...
1 queue q k q k q k
A A A A A A
encoder m::;zt:rm encoder q encoder k encoder samfallng encoder m:,:";:t:rm
A ! A A A A A
memory
. 7 7 k bank k
pauery .’L‘(l;e} :1;11(9} Igey xrd I o a1 xr
(a) end-to-end (b) memory bank (c) MoCo

Referenee



https://arxiv.org/pdf/1911.05722.pdf

Self-supervised Learning

Contrastive

Contrastive - SImCLRv1

» Data augmentation combination

> Projection head
> NT-Xent loss function

A

A

A

A

/b b

(a) Without color distortion.

4l

(b) With color distortion.

1st transformation

o®

W
o

‘)?‘\ '\"Je'

=0 e

2nd transformation

o

-50

40

30

20

10

Reference



https://arxiv.org/pdf/2002.05709.pdf

Self-supervised Learning

Contrastive

Contrastive - SImCLRv1
» Projection head

.

g9()
Projection head
—— Downstream
h; j Tasks
f () Encoder Encode
ResNet-50
| 1
i 1
Transformed
Images i m , X
| = |
| ==

Original Image E Refereme



https://zhuanlan.zhihu.com/p/378953015

Self-supervised Learning

Contrastive

Contrastive - SimCLRv1 f 8ii = Z; z]/(||z,|| IEZD) # pairwise similarity

» NT-Xent loss function Cosine
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Self-supervised Learning
Bootstrapping

Bootstrapping

> In contrastive methods, the negative samples selection is a hard problem
« The contribution of negative samples is to avoid model collapse

» How to training without negative samples?
BYOL
SimSiam
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Self-supervised Learning
Bootstrapping

BYOL (Bootstrap your own latent)
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https://arxiv.org/pdf/2006.07733.pdf

Self-supervised Learning
Bootstrapping

BYOL (Bootstrap your own latent)
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https://generallyintelligent.ai/blog/2020-08-24-understanding-self-supervised-contrastive-learning/

Self-supervised Learning

Bootstrapping
- . . . » similarity «—
SimSiam (Simple siamese)
prcdiitc-r I ‘ stop-grad
encoder f encoder f
Iy A “ I3
image T
05 1 =
W/ S[Dp-grad Vd Wm 50
E — w/o stop-grad = :
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https://openaccess.thecvf.com/content/CVPR2021/papers/Chen_Exploring_Simple_Siamese_Representation_Learning_CVPR_2021_paper.pdf
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Self-supervised Learning

Regularization

Simple extra regularization
» Training also without negative samples

» Representation mining with regularization while training
SWAV
Barlow twins
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Self-supervised Learning

Regularization

SWAV (Swapping assignments between views)

Features Codes
Y X, Z : Ji Z || o
r‘{ \ \
| Swapped
x < Py | € e
e / /
I-‘ z'? L
3 K, 2 z;-' > ¥
Features Q Codes
Contrastive instance learning Swapping Assignments between Views
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https://arxiv.org/pdf/2006.09882v5.pdf

Self-supervised Learning

Regularization

SWAV (Swapping assignments between views)
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https://arxiv.org/pdf/2011.10566.pdf

Self-supervised Learning

Regularization

Barlow Twins

Representations

(for transfer tasks)
Distorted A _
images . Embeddings
Empirical Target
Cross-corr Cross-corr.
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Examples

Supervised Learning

Unsupervised Learning

Semi-supervised Learning
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